The dynamic balance between acetylation and deacetylation of histones plays a crucial role in the epigenetic regulation of gene expression. It is equilibrated by two families of enzymes: histone acetyltransferases and histone deacetylases (HDACs). HDACs repress transcription by regulating the conformation of the higher-order chromatin structure. HDAC inhibitors have recently become a class of chemical agents for potential treatment of the abnormal chromatin remodeling process involved in certain cancers. In this study, we constructed a large dataset to predict the activity value of HDAC1 inhibitors. Each compound was represented with seven fingerprints, and computational models were subsequently developed to predict HDAC1 inhibitors via five machine learning methods. These methods include naïve Bayes, K-nearest neighbor, C4.5 decision tree, random forest, and support vector machine (SVM) algorithms. The best predicting model was CDK fingerprint with SVM, which exhibited an accuracy of 0.89. This model also performed best in five-fold cross-validation. Some representative substructure alerts responsible for HDAC1 inhibitors were identified by using MoSS in KNIME, which could facilitate the identification of HDAC1 inhibitors.
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### Introduction

Generally, reversible acetylation of lysine residues in the N-terminal tails of histone proteins significantly influences gene expression in all aspects of biology, such as cell proliferation, chromosome remodeling, and gene transcription [1]. Histone hyperacetylation facilitates gene expression, whereas histone deacetylation represses transcription. The dynamic balance of reversible acetylation of histones is guided by competitive activities of two corresponding enzymes, namely, histone acetyltransferases and histone deacetylases (HDACs). The family of human HDACs is categorized into four classes according to structure and function: class I (HDAC1, 2, 3, and 8), class II (HDAC4, 5, 6, 7, 9, and 10), class III (Sirt1, 2, 3, 4, 5, 6, and 7), which consists of NAD+-dependent proteins for deacetylation reaction, and class IV (HDAC11), which are zinc-dependent amido-hydrolases [2, 3].

Recent studies have revealed the potential of HDACs as novel therapeutic targets in reversing aberrant gene expression associated with certain cancers [4]. Deregulation of HDAC recruitment to target gene promoters can result in tumorigenesis, and overexpression of HDACs can mediate tumor cell proliferation [5]. HDAC inhibitors have also effectively repressed tumor growth in animal models of cancer [2, 6–9]. These inhibitors can arrest the cell cycle in the G1/G2 phase, thereby controlling tumor cell growth. These small molecule inhibitors also show a greater sensitivity to transformed cells compared with normal cells, thereby allowing high tumor–cell selective killing [10, 11]. In addition, cells treated with HDAC inhibitors can initiate extrinsic (death receptor) and intrinsic (mitochondrial) pathways to induce apoptosis [12]. Thus, HDAC inhibitors can provide a promising new insight in targeted anti-cancer therapy.

To predict and identify possible HDAC inhibitors, we constructed a quantitative structure–activity relationship (QSAR) modeling of HDAC1 inhibitors, which is a routine method of identifying novel
compounds and structures. On the basis of chemical structures and properties, QSAR methods can predict the biological activity and classification of compounds, which can provide a time-efficient method of performing animal verification experiments. Numerous QSAR methods, such as 3D modeling methods, have been developed to study HDAC inhibitory activity [13]. Zhao et al. used a GA-kNN method to predict the activity value of HDAC1 and HDAC6 inhibitors [14]. QSAR methods combined with other methods such as similarity searching [15], pharmacophore matching [16], and virtual screening [17], can also be used to predict and identify novel HDAC inhibitors. However, the models and the underlying mechanism cannot be easily explained by merely using individual or simple chemical descriptors. New molecular features or mixing multiple features have recently been integrated in building models.

In this study, we collected high-quality diverse data from the literature and databases. Binary classification prediction models were subsequently developed using seven fingerprints combined with five machine learning methods. Five-fold cross-validation and external set validation were employed to determine the predictive ability of the models. Substructure alerts [14] of HDAC1 inhibitors were analyzed using the MoSS module in KNIME, thereby obtaining important patterns.

**Materials and methods**

**Data collection and preparation**

A total of 2,344 human HDAC1 inhibitors in the training set were extracted from the Binding DB database [18]. An external validation set that contains 413 compounds was downloaded from the ChEMBL database [19]. HDAC1 inhibition was expressed as IC₅₀, the half-maximal (50%) inhibitory concentration of a substance. Compounds were classified as HDAC1 inhibitors if the IC₅₀ value obtained was lower than 10,000 nM; compounds were considered non-inhibitors if the IC₅₀ value was greater than 10,000 nM.

The first dataset was obtained from the two different databases in the SMILES format, with duplicates excluded. Inorganic and metal ion-contained compounds were omitted. Salt chemicals were transformed to corresponding acids or bases. Detailed statistical descriptions of the entire HDAC1 inhibitors datasets are listed in Table 1. HDAC1 inhibitors were represented as 1 and HDAC1 non-inhibitors as 0 when building binary classification models.

**Chemical space and similarity analysis of datasets**

The chemical space distribution of the dataset was defined by molecular weight (MW) and Ghose-Crippen LogKow (AlogP). The structural diversity of the dataset was assessed by the average Tanimoto similarity indexes based on MDL public keys. The “Calculate Diversity Metrics” protocol in Discovery Studio was used to calculate the average molecular similarity of the datasets.

**Calculation of molecular fingerprints**

PaDEL-Descriptor [19] was used to calculate seven molecular fingerprints for each compound, including CDK fingerprint (FP, 1024 bits), CDK Extended fingerprint (Ext, 1024 bits), Estate fingerprint (Est, 79 bits), MACCS keys (Mac, 166 bits), PubChem fingerprint (Pub, 881 bits), substructure fingerprint (FP4, 307 bits), and Klekota-Roth fingerprint (KR, 4860 bits). These fingerprints are described in the original studies [20, 21].

**Model building methods**

Five machine learning methods were used to build the models, namely, naïve Bayes (NB), k-nearest neighbor (kNN), C4.5 decision tree (CT), random forest (RF), and support vector machine (SVM). The first four methods were performed in the Orange Canvas 2.0 (available for free at http://www.ailab.si/orange/). The SVM algorithm was performed in LIBSVM 3.16 [22] (available for free at http://www.csie.ntu.edu.tw/~cjlin/libsvm/).

**Naïve Bayes (NB)**

NB is a simple classification method based on Bayes’ rule for conditional probability [23]. For NB classifiers, the method generates the prior probabilities that are directly provided on the basis of the core function of Eq. (1) [24]. Default settings in Orange Canvas were used.

\[
P(C_i | X) = \frac{P(C_i) P(X | C_i)}{\sum_j P(C_j) P(X | j)}
\]

**Table 1. Statistical data of the chemicals in the training and the external validation sets of HDAC1 inhibitors.**

<table>
<thead>
<tr>
<th></th>
<th>Inhibition</th>
<th>Non-inhibition</th>
<th>Total number</th>
</tr>
</thead>
<tbody>
<tr>
<td>IC₅₀ (nM)</td>
<td>≤10000</td>
<td>&gt;10000</td>
<td></td>
</tr>
<tr>
<td>Compound</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Training set</td>
<td>2060</td>
<td>284</td>
<td>2344</td>
</tr>
<tr>
<td>External validation set</td>
<td>334</td>
<td>79</td>
<td>413</td>
</tr>
<tr>
<td>Total number</td>
<td>2394</td>
<td>363</td>
<td>2757</td>
</tr>
</tbody>
</table>
The rankings of the top six models that are based on the receiver operating characteristic curve were used. All parameters used the default values in Orange Canvas.

**Table 2. Results of the external validation set with the top six models of the five-fold cross-validation.** HDAC1, histone deacetylase 1 inhibitors; CA, classification accuracy; SE, sensitivity; SP, specificity; AUC, area under the receiver operating characteristic curve; FP, CDK fingerprint; Ext, CDK extended fingerprint; MACCS, MACCS keys; KR, Klekota-Roth fingerprint; SVM, support vector machine; RF, random forest. * The rankings of the top six models that are based on the results of the five-fold cross validation.

<table>
<thead>
<tr>
<th>Ranking</th>
<th>Model</th>
<th>CA</th>
<th>SE</th>
<th>SP</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>FP-SVM</td>
<td>0.887</td>
<td>0.952</td>
<td>0.757</td>
<td>0.893</td>
</tr>
<tr>
<td>2</td>
<td>Ext-SVM</td>
<td>0.886</td>
<td>0.955</td>
<td>0.600</td>
<td>0.879</td>
</tr>
<tr>
<td>3</td>
<td>Ext-RF</td>
<td>0.818</td>
<td>0.997</td>
<td>0.075</td>
<td>0.879</td>
</tr>
<tr>
<td>4</td>
<td>FP-RF</td>
<td>0.825</td>
<td>0.991</td>
<td>0.137</td>
<td>0.886</td>
</tr>
<tr>
<td>5</td>
<td>MACCS-RF</td>
<td>0.823</td>
<td>0.976</td>
<td>0.185</td>
<td>0.836</td>
</tr>
<tr>
<td>6</td>
<td>KR-SVM</td>
<td>0.862</td>
<td>0.912</td>
<td>0.650</td>
<td>0.866</td>
</tr>
</tbody>
</table>

**K**-Nearest Neighbor (**KNN**)  
**KNN** predicts a classification for test cases on the basis of the majority voting of its **K**-nearest neighbors in the feature space [25]. Nearness is measured by the Euclidian distance metrics. In this study, the parameter of **K** was set to five.

**C4.5 decision tree (**CT**)**  
Developed by Quinlan, C4.5 is an algorithm used to generate a decision tree [26]. At each node of the tree, C4.5 chooses the data attribute that most effectively separates its sample set into subsets enriched in one class or the other. The attribute with the highest normalized information gain is chosen to make the decision. The algorithm then recurses on the smaller sublists. In this study, all parameters used the default values in Orange Canvas.

**Random forest (**RF**)**  
RF is an ensemble learning method developed by Breiman for classification and regression [27]. In this approach, each tree in the ensemble is formed by first selection at random and a small group of input coordinates (features or variables hereafter) to split on at each node. The best split is then calculated based on these features in the training set. The tree is expanded to its maximum without pruning.

**Support vector machine (**SVM**)**  
SVM, which was originally developed by Vapnik [28] for pattern recognition, is a classifier that searches for a decision boundary - a hyperplane - that discriminates between two classes [29]. This approach presents a limitation: in many cases, classes cannot be separated by a hyperplane and a nonlinear decision surface is required. This weakness can be addressed with the use of SVM by mapping the data from the original input space into a feature space in which a linear separator can be found. This mapping was obtained through the Gaussian radial basis function kernel. The penalty parameter **C** and different kernel parameters **γ** were tuned based on the training set by using a grid search strategy and five-fold cross-validation. This approach was applied to determine the SVM model with the optimal performance.

**Analysis of substructure alerts**  
This study employed the MoSS node in KNIME [30] to search for frequently occurring substructure fragments in the datasets. Christian Borgelt’s MoSS implementation was employed. Four parameters of MoSS significantly influenced the results of this node. The reasonable values of the parameters were determined by trial and error. The “minimum focus support in %” value was set to eight, and the “minimum fragment size” value was set to five. For the other parameters, default values were used.

**Assessment of the model performance**  
Five-fold cross-validation and external set validation were used to test the performance of the models. All models were evaluated by the number of true positives (**TP**), true negatives (**TN**), false positives (**FP**), and false negatives (**FN**). Sensitivity (**SE**), specificity (**SP**), and classification accuracy (**CA**) were also calculated. Sensitivity refers to the proportion of predicted inhibition chemicals among all HDAC1 inhibitors. Specificity is defined as the proportion of detected non-inhibition chemicals among all non-inhibitors of HDAC1. The overall classification accuracy is the proportion of correctly classified chemicals. The equations are expressed as follows:

\[
SE = \frac{TP}{(TP + FN)} \quad (2)
\]
\[
SP = \frac{TN}{(TN + FP)} \quad (3)
\]
\[
CA = \frac{(TP + TN)}{(TP + TN + FP + FN)} \quad (4)
\]

The receiver operating characteristic curve was also determined to evaluate the quality of the binary classification model. If the plot has a surface area equal to one, then the classifier is perfect; if the area is equal to 0.5, then the classifier has no discriminative power at all [31, 32].

**Results**

**Chemical diversity analysis**  
The number of the chemicals in the training set and in the external validation set of HDAC1 inhibitors were 2,344 and 413, respectively, as shown in Table 1. Chemical diversity is important to build a global and robust QSAR model. Therefore, we used the chemical space and Tanimoto similarity to investigate chemical diversity.
methods using the same fingerprint, SVM and RF performed better than did the other three. Among the seven fingerprints using the same algorithm, FP and Ext obtained the most optimal results, whereas the predictive accuracies of the models using Est obtained the least optimal outcome.

**External set validation**

External validation sets were used to evaluate the predictive ability of the six best models from five-fold cross-validation. The results of the external set validation are listed in Table 2.

As shown in Table 2, the best model for the HDAC1 inhibitors is FP combined with SVM algorithm (CA = 0.88, SE = 0.95, SP = 0.75, AUC = 0.89). This model also performed best in the five-fold cross-validation. The other five models are Ext-SVM, Ext-RF, FP-RF, MACCS-RF, and KR-SVM. The rankings of these five models for the HDAC1 inhibitors differed from their rankings in the five-fold cross-validation. For example, the predictive ability of the HDAC1 inhibitors MACCS-SVM in the five-fold cross-validation was higher than that in the FP-RF model. However, the latter performed much better than the former model in the external set validation.

**Substructure alerts of HDAC1 inhibitors**

Substructure alerts were analyzed for the entire datasets (including the training set and the external validation set) by using MoSS in KNIME. According to the results, 30 fragments were obtained for HDAC1 inhibitors. In this study, only eight selected typical fragments, shown in Table 3, are discussed. These fragments more frequently occur in HDAC1 inhibitors than in non-inhibitors, thereby indicating that a chemical that contains these substructure fragments is more likely to inhibit HDAC1.

**Discussion**

**Diversity of the dataset**

Dataset diversity is a recognized as a key factor in QSAR modeling. A number of QSAR methods were developed to study HDAC inhibitors because of their satisfactory inhibitory activity against HDACs. Studies previously focused on the modeling of a class of HDAC inhibitors, and inhibitors against HDAC1 were mainly local QSAR modeling studies based on the chemical category 2D-QSAR, 3D-QSAR or pharmacophore [10,11]. However, these models provided reliable predictions only within a limited chemical space. Thus, we collected diverse data from the literature and the database to build global models. We used the chemical space and...
Here, we used fingerprints as attributes for QSAR modeling based on high-quality diverse data from the literature and databases. Fingerprints were good methods for chemical toxicity prediction and chemical metabolic property prediction which always made a direct connection between the chemical structure and toxicity endpoint of global compounds [33, 34]. In our study, we distinguish novel HDAC1 inhibitors and non-inhibitors by five machine learning methods combined with seven fingerprints. Figure 2 shows that $SE$ values exceed $SP$ values for most models, except for the FP-NB and Ext-NB models. In general, SVM and RF performed better than the three other algorithms when the same fingerprint was used. This result indicates that SVM and RF may be efficient methods to predict HDAC1 inhibitors. In addition, our method directly linked the chemical structure and the inhibition endpoint of compounds. The length of Est fingerprint is 79 bits, which may be inadequate to characterize chemical diversity. Given the same algorithm, FP and Ext obtained the best results among the seven fingerprints, whereas the models using Est obtained lower predictive accuracies. The selection of suitable fingerprints is important to characterize an entire dataset. Therefore, the best model for the HDAC1 inhibitors was FP combined with SVM algorithm, as shown in Table 2. In conclusion, we can use this model for further prediction of HADC1 inhibitor which was also performed best in the five-fold cross validation.

Performance of binary classification models

Five machine learning methods combined with seven fingerprints were used to build binary classification models for predicting HDAC1 inhibitors. Seven fingerprints were used to build models, unlike the traditional QSAR and pharmacophore models, which are built on molecular descriptors. Most of these traditional models were built by statistic methods with limited compounds and molecular descriptors.

Visualization analysis of substructure alerts

In our research, we used the MoSS node in KNIME to analyze the substructure features of HDAC inhibitors. The substructure fragments were identified in the datasets which contain the HDAC1 inhibitors and non-inhibitors. According to the MoSS results, we obtained eight fragments that showed high frequency of Tanimoto similarity index to investigate chemical diversity. The training sets shared a similar chemical space with the external validation sets, as shown in Figure 1. Some compounds were deleted because they have high molecular weights or high ALogP values; these compounds are hardly absorbed by humans. Moreover, the average Tanimoto similarity index of the entire dataset was 0.77, thereby indicating that our dataset was diverse to a certain extent. We constructed a classification model for predicting HDAC inhibitors on the basis of a large heterogeneous dataset of 2,344 compounds with high prediction accuracy. These values suggest that our models showed good generalization ability.


<table>
<thead>
<tr>
<th>Structure fragment</th>
<th>Support in focus (abs)(^a)</th>
<th>Support in complement (abs)(^b)</th>
<th>Support in focus (rel)(^c)</th>
<th>Support in complement (rel)(^d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>492</td>
<td>12</td>
<td>0.205</td>
<td>0.032</td>
</tr>
<tr>
<td>2</td>
<td>408</td>
<td>17</td>
<td>0.17</td>
<td>0.046</td>
</tr>
<tr>
<td>3</td>
<td>332</td>
<td>17</td>
<td>0.138</td>
<td>0.046</td>
</tr>
<tr>
<td>4</td>
<td>284</td>
<td>14</td>
<td>0.118</td>
<td>0.038</td>
</tr>
<tr>
<td>5</td>
<td>285</td>
<td>9</td>
<td>0.119</td>
<td>0.024</td>
</tr>
<tr>
<td>6</td>
<td>287</td>
<td>18</td>
<td>0.119</td>
<td>0.049</td>
</tr>
<tr>
<td>7</td>
<td>377</td>
<td>7</td>
<td>0.157</td>
<td>0.019</td>
</tr>
<tr>
<td>8</td>
<td>248</td>
<td>13</td>
<td>0.103</td>
<td>0.035</td>
</tr>
</tbody>
</table>

Table 3. Substructural fragments of HDAC1 inhibitors obtained in MoSS. \(^a\) Number of fragment-containing chemicals in the inhibition class. \(^b\) Number of the fragment-contained chemicals in the non-inhibition class. \(^c\) Fraction of the fragment-contained chemicals in the inhibition class. \(^d\) Fraction of the fragment-contained chemicals in the non-inhibition class.

in HDAC1 inhibitors. These fragments exhibited two or three times greater frequency in inhibitors than in non-inhibitors. For example, the structure of vorinostat, an known HDAC inhibitor approved by the FDA for the treatment of cutaneous T-cell lymphoma, contains a chemical substructure of hydroxamates (fragment 2 in Table 3) [17]. Notably, several inhibitor compounds increase efficacy or reduce side effects because they contain certain chemical substructures (hydroxamates or benzamides) [35]. The results of MoSS in KNIME reveal that both hydroxamates and benzamides were specific fragments of HDAC1 inhibitors, which is consistent with previous results [36, 37]. Thus, our findings indicate that if a chemical contains these substructure fragments, then it exhibits greater potential as an HDAC1 inhibitor and can be more beneficial in the identification of the novel HDAC1 inhibitors.

Conclusions

Seven fingerprints combined with five machine learning methods were used for modeling and predicting HDAC1 inhibitors. The best model for HDAC1 inhibitors was determined based on the CA and AUC values. The FP-SVM model obtained the highest prediction performance. Our study demonstrates that fingerprints can
be used as attributes for QSAR modeling. Nevertheless, different fingerprints and algorithms fit different datasets, and the quality of the dataset directly affects the performance of the model. A substructure frequency was analyzed to identify substructure alerts that could be used to distinguish HDAC1 inhibitors from non-inhibitors. Finally, eight substructure fragments were identified, which pharmaceutical chemists can use to design and discover other potential HDAC1 inhibitors. Overall, this study demonstrates that machine learning methods and fingerprints can be used for in silico prediction of HDAC inhibitors, and that substructure fragment analysis can characterize the molecular features of HDAC inhibitors. Binary classification models can be applied in the screening of HDAC1 inhibitors in a time- and cost-efficient manner.
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